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THEPRESENTATION ISORGANISED IN 3 PARTS:
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OCR (Optical Character Recognition)
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IDEA & technologies

g Developing an app that captures an image with text in albanian language and
= translatesit to english.

‘f\“ Technologies: Android and OCR (Optical Character Recognition)

Q Services: Hp OCRAPI & Mymemory Translate API

Previouswork



‘Demonstration O

Zgjidh foto Kamen PERKTHE

Capturingor add
from album.

Previouswork



‘Demonstration i

Zgjidh fato Kamera PERKTHE

|
Capturingor add l
from album.

a Image scanning
and Ocr

Pershendetje

Previouswork



‘ Demonstration

Capturing or add

from album.
a Image scanning
and Ocr
G Conversion from image
to char and translation
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Previouswork

App functionality

Flow diagram

Openthe application




Select an existing
picture from album

The image isdisplayed on the
screenandit’spathis
saved in avariable

OR Capture apicture

g from camera
o
® HP OCRAPI iscalled

with Http protocol (POST request
with the picture)



Server returnsjoblD stringwhich

we send in Http GET request %
® Server returnsthe text
OCRrecognised
MyMemory translate API is called ¢

(with the text as parameter)

® MyMemory translate API
returnsthetranslated text

Display translated text



SOFTWARE ENGINEERING ASPECT OF THEPROGRAM :

PLANNING

DEVELOPING

VALIDATION

TESTING

SE aspect



Zoominginto OCR:
Software engineering in machine
learning practices

Developing software versus developing practices and processes

Computer vision



Observation from a software engineering prospective

Al solutions have their own processesthat are somewhat
different from more traditional Software engineering.

Two tutorials on building character recognition through the algorithms and capabilitiesin
Azure Machine Learning and the other one through Tensor Flow.



Phases of experiment development in ML
Validation ?

Unknown outcome

Planning Development /

Data Preprocessing Features Testing &




Character recognition using Multiclass Decision Jungle - Experiment

Set of 20,000 unique letter images generated

E—) Import Data v ) ) )
I by randomly distorting pixel and preprocessed.
B Split Data v A
Divide dataset for training an...
velidating First the data is split 50% to train the model and

the other 50 % for testing.

@ Multiclass Decision Jungle v

Multiclass Decision Jungle is the algorithm that
\ does the training and the classification.
Train Model v A
pe W After training, the model is used to score the
other 50 % of the data and see how well the
\ model predictted and classified new data .

Score Model

Computer vision



Results
Character recognition
using Multiclass Decision
Jungle

The algorithm correctly
classifies class A
85.1% of the time
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Deep learning
approach

Building digit recognition in tensor flow

Previouswork SE aspect Computer vision



Another alternative to doing ML is using deep learning and neural networks.

Feature engineering Transferred
(development part )

> Totheneural network

@ Time allocation now shiftsto modeling the neural network.



Datawrangling

S04/

MNIST Data is split for training (55,000) , testing(10,000) and validation (5,000).

MNIST - database of handwritten digits used for training and testing
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Datawrangling

Each image is 28 pixels by 28 pixels which can be interpreted as a big array of numbers.

We can flatten this array into a MNIST images are just a bunch of points in
vector of 28x28 = 784 numbers a 784-dimensional vector space

mpnist.train.xs

The result in our case is a tensor -
with a shape of [55000, 784]. 784

55000



Engineeringthe neural network

Xeuw?yos

Softmax regression — model
used to assign probabilities
to an object being one of
several different things, it
gives a list of values between
0 and 1 that add up to 1.

It has two steps: first we add
up the evidence of our input
being in certain classes, and
then we convert that
evidence into probabilities.



Totally up the evidencethat agivenimageisinaparticular class,we do a
weighted sum of the pixel intensities:

The weight is negative if that pixel having a high intensity is evidence against the
Image being in that class, and positive if it is evidence in favor.

- . . - . Diagram shows the weights one model
learned for each of these classes.
0 1 2 3 4
@ Red negative weights

5 6 7 8 9




k61 machine learning, having more data is almost always as
Important as having better algorithms and the
amount of effort that goes into data engineering
is more than the effort that goes on algorithm picking. 97
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